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 In this paper, we propose a novel form of Generalized Unbiased Optimal Estimator 

where the explanatory variables are multicollinear. The proposed estimator's bias, variance, 

and mean square error matrix (MSE) are calculated. The MSE criterion is used to compare 

the performance of this estimator against that of other estimators. Finally, a numerical 

example is examined to understand more about the new estimator's performance. 
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1.Introdeuction: 

Consider the following   multiple linear regression 

model 

                                             (1) 

Where X  is an       known matrix of 

independent  variable, Y is an     vector of remarks 

the dependent variable,   is an     vector of  

unknown regression coefficients, and   is an     

vector of  errors term  disturbance, such that E( ) = 0 

and V(  ) =     . The ordinary least square (OLS) 

estimator of   in model (1) is an given by, 

 ̂ =                                            (2) 

Where  S =    . For a long time, it was assumed 

that OLS was the best estimator; however, the results 

have shown that OLS is no longer a viable estimator 

when the variance is large. And this has been shown to 

be inefficient when there is a multicollinearity 

relationship. There are numerous biased capabilities 

available to address this issue by ordinary ridge 

regression (ORR) estimator, Hoerl and Kennard (1970). 

 ̂ (k) =                               (3) 
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The Liu (1993) tried to solve the problem  

estimator with a ridge estimator  ̂     , the unbiased 

ridge regression estimator (URR) was developed by 

Crouse et al. (1995), almost unbiased ridge estimator 

(AURE) was in idea indicated Singh and Chaubey 

(1986), in a linear regression model, the modified almost 

unbiased Liu (AULE) estimator Arumairajan, S. et al. 

(2017), as the modified almost unbiased two-parameter 

(AUTP) estimator Lukman, A. F., et al. (2019). The two-

parameter estimator (TPE) was proposed by Ozkale and 

Kaciranlar (2007). All these are some of the biased 

estimators proposed to handle the multicollinearity 

problem using only sample data. The estimators are as 

follows: 

 ̂   =   
        kJ)                           (4 ) 

where         

 ̂        [           ] ̂         ̂     ,            

(5) 

where    [           ] 

 ̂                    ̂        ̂     ,                

(6) 

where                    

 ̂     [                ]  ̂         ̂           

(7) 
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where                       

 ̂     [                  ]  ̂        ̂          

(8) 

where                        

 ̂                    ̂         ̂    ,        

(9) 

                    

In cruder to impure the perforuarace of the 

estimator Hussein and Alheety in (2023) prove three 

biased estimator based on URR. These estimators as 

follows:  MUORE, MUDE, and MUAURE, based on 

URR. Since ORR, Liu, AURA, Hussein and Alheety 

presented a generalized form for these three 

estimators, the Generalized Unbiased Estimator 

(GMUE) which is given as 

 ̂        ̂                                  (10) 

where      is a positive definite matrix ,   

                  W,      ,        ) The bias 

vector, dispersion matrix and MSE matrix of   ̂      are 

given as: 

The properties of the estimator GMUE are calculated as 

follows  

 ( ̂    )       ,                                 (11) 

    ( ̂    )           , 

   ( ̂    )          
      ,                  (12) 

and 

   ( ̂    )          
                '                  

(13) 

respectively. 

Rather than modifying the matrix    to introduce a new 

biased estimator, we get the best choice of   in this 

study by minimizing the mean square error matrix 

(MES) of GMUR with respect to   . 

 

2  The propertied  Estimator 

By using the trace operator as in (13), the following 

equation can be produced as  

  [   ( ̂    )]            
                ' 

                          (14) 

where tr is the trace a matrix and it is the sum of the 

diagonal elements' of square matrix   

Now we will use the follows theorems(Rao, C.R. 1995) 

A ) Theorem : Let   be an   vector  and   be an       

symmetric matrix, then 

 

  
           

B ) Theorem: If   be an   vector,   be a vector, and   

be an       matrix then   
 

  
         

C ) Theorem: Suppose that   is  -vector,   is 

symmetric matrix      , and   be       matrix 

then 

     

  
               

By minimizing (14) that respect to   , the optimum    

can be acquired. 

 {  [   ( ̂    )]}

   
 

 [           
      ]

   
 

                     

   
             

(15) 

The following solution is obtained by taking the 

previous equation's derivative with respect to (  ) and 

putting the result equal to zero: 

= 2   
    

                       (16) 

[ 2    
   

                = 0]    

   
    

                 

   
    

                 

  ( 
    

       )       

  ̃             
                       (17) 

Note that       
            exists since  1 + 

         
    , it exists Rao, C.R. (1995) 

New we are propose a modified unbiased optimal 

estimator (MUOE) which is given as 

 ̃       ̃ ̂                                                              

(18) 

The properties of the estimator MUOE are calculated as 

follows  

 ( ̃    )    ̃   ,                    (19) 

    ( ̃    )       ̃     , 

   ( ̃    )       ̃   
    ̃  ,                     (20) 

and 

   ( ̃    )       ̃   
    ̃      ̃       '     ̃           

(21) 

respectively. 

Note that since          is symmetric and 

          ‖ ‖        where    ‖ ‖  
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∑    
  

      it can be defined    ( 
 

 
    )     .Then 

      and       . Therefore R is symmetric and 

idempotent matrix. Now it can create the optimal matrix   

    as   ̃          
          

The properties of the estimator MUOE are  can be 

rewritten as calculated as follows  

 ( ̃    )    ̃   ,             (19) 

    ( ̃    )                
   

   ( ̃    )            
          

       
   

                   (20) 

and 

   ( ̃    )             
          

       
   

                      
             

         

(21) 

respectively. 

In practice, we must replace the unknown 

parameters     and   . For an estimated value for   it is 

ORR, Liu, AURA, use estimate  possible. For the 

estimated value for  ̂  and   ̂ in unbiased ridge 

regression estimator (URR). In this section we will 

discuss the superiority of the estimators when replacing 

each of these estimators using a numerical example for 

further illustration. 

 

3.Numerical Example  

Using a data set originally created by Woods et al 

(1932),and used by many researchers as Alheety (2020), 

we undertake an experiment to confirm the theoretical 

predictions .Following the identical Ohtani, K, (1986), 

we substitute the unknown parameters Hoerl .et al 

(1970), with their unbiased estimators in this 

experiment. Matlab R2012b was used to calculate the 

results. The estimator of the ordinary least squares as: 

 ̂                                  

                               ,   (22) 

with           

 

TABLE1 : : The     .values of the  for   MUORE,  

MUOLE, MUAUER and  MUOE with d =0.01 

k 
 

MUORE 
MUOLE  MUAURE  MUOE 

0.01 3097.6  3803.6 3321.1  5529100 

0.1  3797.2  3803.6 5200.4  0.192 

0.5  3871.4  3803.6  5517.2 0.18957 

0.9 3879.7   3803.6  5639.5 0.18719 

1  3880.8  3803.6  5667.2 0.18661 

1.5  3883.9  3803.6   5801 0.18374 

           

TABLE2 : : The     .values of the  for   MUORE,  

MUOLE, MUAUER and  MUOE with d =0.5 

k MUORE MUOLE MUAURE MUOE 

0.01 3097.6 1103.9 3321.1 0.19255 

0.1 3797.2 985.06 5200.4 0.192 

0.5 3871.4 973.24 5517.2 0.18957 

0.9 3879.7 971.91 5639.5 0.18719 

1 3880.8 971.74 5667.2 0.18661 

1.5 3883.9 971.24 5801 0.18374 

  

TABLE3 : : The     .values of the  for   MUORE,  

MUOLE, MUAUER and  MUOE with d =0.7 

k MUORE MUOLE MUAURE MUOE 

0.01 3097.6 610.94 3321.1 0.19255 

0.1 3797.2 378.32 5200.4 0.192 

0.5 3871.4 355.18 5517.2 0.18957 

0.9 3879.7 352.59 5639.5 0.18719 

1 3880.8 352.26 5667.2 0.18661 

1.5 3883.9 351.28 5801 0.18374 

 

TABLE1 : : The     .values of the  for   MUORE,  

MUOLE, MUAUER and  MUOE with d =0.9 

k  MUORE MUOLE  MUAURE  MUOE 

0.01  3097.6 470.99  3321.1  0.19255 

0.1 3797.2   86.764 5200.4  0.192 

0.5  3871.4  48.544  5517.2 0.18957 

0.9 3879.7   44.251  5639.5 0.18719 

1  3880.8  43.713 5667.2  0.18661 

1.5 3883.9   42.101  5801 0.18374 
 

Through Table 1, when the value of d = 0.01 and 

for all values of k the proposed MUOE estimator 

performed well compared to the estimators within the 

limits of this paper. It can also be seen that the proposed 

estimator began to improve a lot when increasing the 

value of k, where the value of the proposed estimator is 

the best possible when k = 1.5 can be seen in Tables 1-4. 

The MUAURE and MUORE methods are not 

significantly affected by increasing d values.     

 

Conclusions: 

In this paper, a new unbiased rate improvement 

estimator in multiple linear regression is proposed when 

there is a multiple linearity problem. These estimators 

outperform other current estimators that rely on sample 

information. Based on Tables 1–4, the proposed 

estimators have smaller mse values compared to 

MUORE, MUOLE, and MUAUER. Thus the that 



P- ISSN  1991-8941   E-ISSN 2706-6703              Journal of University of Anbar for Pure Science (JUAPS)          Open Access                                                     

2023,(17), ( 2 ):269– 272                                             

 

272 
 

MUOE is the best estimator compared to other proposed 

estimators. 
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 انخلاصة:

حساب تم . من مشكلة التعدد الخطي المتغيرات التوضيحيةتعاني  عندماغير المتحيز المعمم  جديدًا من المقدر الأمثلتم اقتراح نوعا ، ي هذا البحثف

، بأداء المقدرين الآخرين. أخيرًا لمقارنة أداء هذا المقدّر MSEاستخدام معيار  كما تم( للمقدر المقترح. MSEمصفوفة متوسط الخطأ المربّع )ووالتباين  التحيز

 لفهم المزيد عن أداء المقدر الجديد. حقيقية كتطبيق تم استخدام مثال من بيانات

 ات الخطأ.: هقدر الحرف الغير هتحيز على الاكثر، الوقدر ذو الوعلوتين الغير هتحيز على الاكثر الوعدل، الوقدر الغير هتحيز الوعون، هتوسط هربعانكهمات انمفتاحية
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